
 

Another example of the use of CFD to model aeration systems is found in [21]. The authors 

modelled paddle-wheel aerators installed in open raceway ponds for the large-scale cultivation of 

microalgae. They analyzed the effect of aerator placement, bottom clearance and operating speed on 

the vertical mixing of the water column. They adjusted these parameters to maintain a minimum vertical 

flow velocity to prevent algae from settling at the bottom.  

The literature survey above proves that CFD can be successfully used to simulate both natural 

and artificially-induced flows in water reservoirs. However, the modelling of natural convection 

specifically within aquaculture ponds was not found. The aeration systems used in aquaculture were 

limited to paddle-wheels and propeller-aspirators. These systems were not deployed in resource-

constrained environments such as those found in the developing world. Furthermore, to the best of the 

author’s knowledge, no literature on the modelling of aquaculture water circulation systems such as 

those described in [10] or natural convection-based systems has been published.  

2.2 Natural Convection: An Overview 

Natural or free convection refers to the motion of fluid particles driven by buoyancy forces due 

to temperature or density differences in the bulk fluid. Free convective flows are typically classified as 

internal and external flows, depending on whether they are confined to a closed volume or are able to 

move along a free surface. Natural convection flows are characterized by two dimensionless quantities 

known as the Grashof Number and Rayleigh number, defined as  

𝐺𝐺𝑟𝑟𝐿𝐿 =
𝑔𝑔β(Ts − 𝑇𝑇∞)𝐿𝐿3

𝜈𝜈2
 (Eq 2-2) 

and  

𝑅𝑅𝑎𝑎𝐿𝐿 =
𝑔𝑔β(Ts − 𝑇𝑇∞)𝐿𝐿3

𝜈𝜈𝜈𝜈
 

 

(Eq 2-3) 

where 𝑔𝑔  is the gravitational acceleration constant (m/s2), 𝛽𝛽  is the coefficient of volume 

expansion of the fluid (1/K),  𝑇𝑇𝑠𝑠  is the temperature of the heated surface (oC), 𝑇𝑇∞  is the ambient 
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temperature in the fluid (oC), 𝐿𝐿 is the characteristic length of the geometry (m), and 𝜈𝜈 and 𝛼𝛼 are the 

kinematic viscosity (m2/s) and thermal diffusivity (m2/s) of the fluid respectively. In the case of an 

isoflux boundary condition on the heated surface, Eq 2-2 and Eq 2-3 are modified as  

𝐺𝐺𝑟𝑟𝐿𝐿 =
𝑔𝑔β𝑞̇𝑞
𝑘𝑘𝑘𝑘2

𝐿𝐿4 (Eq 2-4) 

and  

𝑅𝑅𝑅𝑅𝐿𝐿 =
𝑔𝑔β𝑞̇𝑞
𝑘𝑘𝑘𝑘𝑘𝑘

𝐿𝐿4 (Eq 2-5) 

 

where 𝑞̇𝑞 is the uniform heat flux on the surface. 𝐺𝐺𝑟𝑟𝐿𝐿 and 𝑅𝑅𝑎𝑎𝐿𝐿 numbers are related as 

𝑅𝑅𝑎𝑎𝐿𝐿 = 𝐺𝐺𝑟𝑟𝐿𝐿.𝑃𝑃𝑃𝑃 

where 𝑃𝑃𝑃𝑃 is the Prandtl number of the fluid medium. 

Flow characteristics of buoyancy-driven flows are obtained by the solution of the Navier-

Stokes equations governing continuity, momentum and energy of a fluid element. The Navier-Stokes 

equations expressed in Cartesian and cylindrical coordinates can be found in [22], [23]. Adjustments 

are made to the body force term in the momentum equation to reflect changes in fluid density with 

temperature. The volume expansion coefficient, 𝛽𝛽, represents this variation of density with temperature 

at a constant pressure [24]: 

𝛽𝛽 =
1
𝜌𝜌
�
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
�
𝑃𝑃

 (Eq 2-6) 

The above relationship is implemented as the ‘Boussinesq Approximation’ to expedite 

computation in numerical flow solvers, wherein the partial derivative of density is replaced by finite 

differences of the density and temperature. This leads to the following linear relationship at constant 

pressure: 

𝜌𝜌∞ − 𝜌𝜌 = 𝜌𝜌 .𝛽𝛽 . (𝑇𝑇 − 𝑇𝑇∞) (Eq 2-7) 

where 𝜌𝜌∞ and 𝑇𝑇∞  are reference density and temperature values recorded at the film 

temperature. The Boussinesq approximation is typically used when expected temperature difference 
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between the heated surface and the bulk fluid is less than 40oC. Using the Boussinesq approximation, 

the velocity of a buoyancy-driven flow in the absence of viscous forces is expressed as 

𝑣𝑣0 = �𝑔𝑔𝑔𝑔Δ𝑇𝑇𝑇𝑇 (Eq 2-8) 

where Δ𝑇𝑇 is the positive difference in temperature between two points in a fluid along a vertical 

height 𝐻𝐻[25]. 

Analogous to the Reynolds number in forced convective flows, the Grashof number governs 

the nature of the flow regime in the free convection boundary layer. Flows beyond a critical 𝐺𝐺𝐺𝐺 exhibit 

turbulence and flow instabilities in the flow field. The value of the critical 𝐺𝐺𝐺𝐺 depends on the geometry, 

its orientation, surface temperature distribution and fluid properties. For example, for heated vertical 

plates, the natural convection flow becomes fully turbulent for 𝐺𝐺𝐺𝐺 ≥ 109[24]. In the case of enclosures, 

studies conducted by [25]–[27] show that the transition to turbulent flow occurs at 𝐺𝐺𝐺𝐺~107, with fully 

turbulent flow observed at 𝐺𝐺𝐺𝐺~1011. Solution of the flow field in the turbulent regime necessitates the 

use of a suitable model to accurately capture dynamics within the hydrodynamic and thermal boundary 

layers.  In the turbulent flow regime, the temperature and velocity terms in the Navier-Stokes equations 

are represented by the sum of a mean value and a fluctuating component. Various models have been 

developed to resolve the fluctuating terms in order to obtain a closed solution of the governing equation. 

Variants of the 𝑘𝑘-𝜀𝜀 model and the 𝑘𝑘-𝜔𝜔 model are most commonly used, as  described in [22], [28], [29].  

2.3 Natural Convection in Enclosures 

As demonstrated by [20], the surface of a pond can be adequately represented as a rigid wall 

with zero roughness. Therefore, the fluid volume can be treated as a single fluid phase contained in an 

enclosed domain. A large body of literature was found on the modelling of free convection in enclosures, 

and was thus used to develop a robust CFD modelling strategy for the SUpA system. A review of some 

of the most relevant findings is presented here.  

A standard case frequently used to study convection in enclosures is a square, air-filled cavity 

with differentially heated side walls [26].  Tian et al. [25] and Ampofo et al. [27] performed highly 
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controlled experiments with 𝑅𝑅𝑅𝑅 = 1.5 × 109 .  These experiments provided benchmark data for 

validating various turbulence modelling strategies. Figure 2-1 shows a plot of the vector distribution 

observed by the authors at the mid-section of a differentially heated cavity. The authors noted the 

confinement of the flow to the edges of the domain, and the relatively negligible movement in the core 

fluid. They also observed the occurrence of secondary flows or flow reversals at the regions 

approximately highlighted in the figure. Ampofo et al. compared the Large Eddy Simulation (LES) and 

k-𝜀𝜀 turbulent models with their experimental results and found better prediction of turbulence quantities 

using the LES model [27].  

 

Figure 2-1: Vector plot of flow developed in the air-filled, differentially heated square cavity 

experimentally analyzed by Tian et al. [25] 

 

Zitzmann et al. [30] used the CFX-5 CFD code to compare the standard k-𝜔𝜔, SST (Shear-

Stress-Transport) k-𝜔𝜔 , LRR-IP (Launder-Reece-Rodi Isotropic Production) and SMC-𝜔𝜔  (Second 
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Moment Closure) turbulence models with the experimental results of [25]. Radiative heat transfer inside 

the cavity was ignored. The authors found the best agreement with experimental data using the k-𝜔𝜔 

model. They also investigated the influence of near-wall spatial resolution by varying the thickness of 

the first inflation layer. They found that for Ra = 1.56 × 109 in the cavity given in [25], thickness of the 

thermal boundary layer at the cavity midplane was 40mm. It was found that 13 inflation layers with a 

first layer height equal to 0.1mm was adequate for reproducing the experimental results of [27]. Wu et 

al. [28] also used the same data to evaluate the accuracy of the standard k-𝜀𝜀, RNG (renormalization 

group) k-𝜀𝜀, realizable k-𝜀𝜀, standard k-𝜔𝜔, and SST k-𝜔𝜔 models. These models were implemented in 

transient simulations computed up to 4000s.  Simulation results were compared to experimental data 

from [27] and data from Direct Numerical Simulation (DNS) published by [31]. The SST k-𝜔𝜔 model 

gave the most accurate results for vertical velocities in the thermal boundary layer and in predicting the 

extent of thermal stratification inside the enclosure. Contrary to the findings of [30], the standard k-𝜔𝜔 

model was found to be the worst performer out of all five 2-equation models tested. Wu et al. [28] also 

studied differences between 3D and 2D modelling as well as the significance of radiative heat transfer 

within the cavity. They found that the use of a 3D model only slightly improved prediction of 

temperature and velocity profiles at the mid-plane of the cavity. Accounting for heat transfer via 

radiation reduced previously observed errors in predicting thermal stratification when measured 

temperature profiles were used as boundary conditions on the horizontal walls. However, the effect of 

radiation on flow rates and flow patterns was not discussed.  

Buoyancy-driven flows in enclosures with different aspect ratios (cavity height/cavity length), 

fluids and Rayleigh numbers have also been studied. Turan et al. [32] performed a set of simulations 

for two-dimensional, steady-state laminar convection in cavities with aspect ratios ranging from 0.125 

to 8, fluids with Prandtl numbers 0.71 to 7 and Rayleigh numbers ranging from 104 – 106. They reported 

a direct relationship between the strength of convective circulation induced in the cavity and the cavity’s 

aspect ratio. Since most ponds and water reservoirs have aspect ratios less than 1, tall enclosures are 
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not discussed further in this review. The reader is referred to [32] for additional information on this 

topic. Convection in shallow enclosures was investigated by [33]–[35].  In [33], their transient 

behaviour was examined and used to predict the onset of steady-state conditions. For an enclosure with 

height ℎ and length 𝑙𝑙, a timescale for attaining steady-state was estimated from   

𝑡𝑡𝑓𝑓 ~ ℎ𝑙𝑙/𝑘𝑘𝑘𝑘𝑎𝑎
1
4  (Eq 2-9) 

Bejan et al. [34] studied convection in a water-filled cavity with a low aspect ratio of 0.0625.  

Temperatures of the vertical walls were controlled to maintain a Rayleigh number in the turbulent 

regime of natural convection. At 𝑅𝑅𝑅𝑅 = 1.59 × 109, horizontal jets at the top and bottom of the cavity 

were found to dominate the flow and some flow reversals were also observed.  

Applications utilizing some of the modelling approaches described above can be found in [22], 

[36], [37]. Ganguli et al. [22] and Gandhi et al. [37] and studied the hydrodynamics of convection in 

liquid storage tanks. They modelled a cylindrical volume of water with a heating tube placed along the 

cylinder’s axis. A 2D geometry utilizing the axial symmetry of the fluid domain was constructed. The 

SST k-𝜔𝜔 turbulence model was used to conduct transient analyses of the system. The authors were able 

to validate their model using PIV measurements with an error margin of 8%. Gandhi et al. also 

performed simulations in the range of 𝑅𝑅𝑅𝑅 =  9.37 × 1010 to 𝑅𝑅𝑅𝑅 = 5.574 × 1013 for a two-phase fluid 

domain within the same geometry. The authors studied the effect of adding draft tubes around the 

central heating tube. The draft tubes were found to enhance circulation velocities and reduce overall 

mixing times needed for complete destratification of the tank. Another example of the utilization of 2D 

axisymmetry in the context of modelling natural convection in enclosures is presented in [36]. The 

author modelled a heating oven as a 2D system in cylindrical coordinates. The simplified model was 

compared with a complete 3D model and was comprehensively validated. It was then used to determine 

an optimal configuration of the oven’s heaters to minimize internal temperature differences. Smolka 

noted that the distribution of the Rayleigh number inside the oven chamber exceeded 109. The author 
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used the standard 𝑘𝑘 − 𝜀𝜀 turbulence model with enhanced wall treatment to forego high-resolution prism 

layers on the wall surfaces [36].  

2.4 CFD-Based Optimization 

This section presents a review of the key steps involved in the preparation and execution of 

optimization routines coupled with computational fluid dynamics. Strategies used for design sampling, 

surrogate modelling and optimization are discussed in the context of various applications surveyed in 

literature.   

2.4.1 Design Sampling 

Identification of the design space is typically the first step towards determining an optimal 

system design. A number of design points or configurations are selected from the design space and 

evaluated. This process of sampling points can be done in a systematic manner using a wide range of 

strategies collectively known as ‘Design of Experiments’ (DOE) methods. These evaluations are 

conducted prior to a solving a formal optimization problem, as they offer a means of quickly and 

cheaply identifying the most influential variables within the system. This is particularly relevant in the 

context of optimizing complex and highly non-linear systems in which relationships between input and 

output parameters are not known beforehand.  A significant volume of literature has been published 

regarding various DOE techniques available to systematically sample a given design space. The reader 

is referred to [38]–[40] for a comprehensive survey of these methods. The following section presents a 

brief overview of the design sampling strategies used in the literature surveyed for this thesis.  

Klimanek et al. [41] used a technique known as Central Composite Design (CCD) sampling 

method to select 146 points from a nine-dimensional design space. The points were evaluated using 

CFD to generate a response surface for optimizing vane positions in a mechanical cooling tower. 

Mandloi et al. [42] also used CCD sampling. The authors performed design optimization of the intake 

port of an internal combustion engine. The design space was defined by three variables. 15 design 

points were selected using the CCD method to generate a surrogate model. Originally known as the 
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Box-Wilson Central Composite Design, the CCD sampling method uses a fractional factorial design 

with center points that are combined with a group of ‘star points’ to estimate curvatures in the design 

space [38]. Three combinations frequently used with different positions of the star points are shown in 

Figure 2-2. Presently, several variations of these traditional CCD types are available, as reported in 

[38], [40].  

 

Figure 2-2: A schematic of three possible CCD types based on 𝛂𝛂-value of star points for a 2-

dimensional design space. The star points exceed the design limits in the circumscribed CCD. 

The original CCD points are scaled down in the inscribed CCD 

 

Dehghani et al. [43] utilized a Space-Filling Latin Hypercube structure based on the maximin 

criterion. In the Latin Hypercube DOE method, the design space is divided into an orthogonal grid with 

‘N’ sub-volumes having the same number of levels per variable. These elements are chosen so that only 

one sub-volume is selected from each row and column of the grid. Points within these sub-volumes are 

then sampled at random.  The authors used the sampled points to optimize pressure recovery from 

diffusers under laminar flow conditions. The diffuser geometry was parameterized in terms of control 

points defined by a non-uniform rational basic spline (NURBS) applied to the diffuser wall.  
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Out of the design sampling techniques reviewed above, the CCD method was successfully used 

in CFD-based applications such as in [44][45]. Furthermore, the enhanced face-centered CCD method 

available in Workbench struck a balance between sampling at the extremities of the design space and 

clustering around an expected region of interest. It was thus chosen for sampling the design space of 

the SUpA system.   

2.4.2 Surrogate Modelling 

Surrogates or metamodels are cost-effective and computationally economical means of 

approximating complex black box systems using mathematical relationships [39]. There have been 

numerous advances in surrogate modelling techniques over the last two decades. These models utilize 

the preliminary set of points tested using the DOE methods described in the previous section to generate 

a response surface of the design space. Alternatively, these surrogate models are updated dynamically 

as the optimization algorithm samples more points from the design space. The response surface 

provides the system’s output parameters without having to perform time-consuming numerical analyses, 

a significant benefit particularly when the optimization algorithm requires a large number of points to 

be evaluated. Simpson et al. [46] provides a detailed review of metamodelling techniques commonly 

used for design optimization across a range of applications.  

Surrogate modelling techniques are broadly classified into parametric and non-parametric 

models [47]. Parametric models, such as polynomial regression models and Kriging, are constructed 

by tuning model parameters to fit the entire design space. On the other hand, non-parametric methods 

such as artificial neural networks (ANNs), radial basis functions and inductive learning models use 

different, localized models for different regions of the design space to build an overall global response 

surface [47]. Non-parametric techniques are commonly employed in machine learning, speech 

recognition, combat simulations and other applications where lower-order polynomials cannot 

approximate the entire design space with sufficient accuracy [48]. These methods, however, require a 

large number of initial data points with known responses to ‘train’ the metamodel [46]. Kriging, in 

contrast, is a parametric approach that does not place such a requirement on a minimum number of 
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training points to be sampled from the design space. At the same time, it is more accurate than 

polynomial regression models and is better equipped to model nonlinear systems [49]. The Kriging 

method uses a combination of a polynomial response surface and estimations from a Gaussian spatial 

correlation to evaluate an unknown point using information from known points in its vicinity. In this 

way, the output 𝑦𝑦 for any design vector 𝒙𝒙 can be expressed as  

𝑦𝑦(𝒙𝒙) =  𝑓𝑓(𝒙𝒙) + 𝑍𝑍(𝒙𝒙) (Eq 2-10) 

where 𝑓𝑓 and 𝑍𝑍 are the polynomial curve and the localized deviations respectively. 

 Kriging can be conceived as a two-part process where the polynomial function is first 

determined by fitting a curve through the known points across the design space. The second step 

involves calculating the unknown parameters of the correlation function. The correlation function is a 

normalized Gaussian distribution curve with zero mean and non-zero covariance. The Kriging tool in 

ANSYS uses a correlation function of the form  

𝑅𝑅�𝒙𝒙𝒊𝒊,𝒙𝒙𝒋𝒋� = exp �� 𝑁𝑁𝑠𝑠
𝑘𝑘=1

 𝜃𝜃𝑘𝑘 �𝑥𝑥𝑘𝑘𝑖𝑖 − 𝑥𝑥𝑘𝑘
𝑗𝑗�
2
� (Eq 2-11) 

where 𝜃𝜃𝑘𝑘 (𝑘𝑘 = 1,2. .𝑁𝑁𝑠𝑠) is the unknown parameter corresponding to the 𝑘𝑘𝑡𝑡ℎ dimension of the 

𝑁𝑁𝑠𝑠 – dimensional design space, while 𝑥𝑥𝑘𝑘𝑖𝑖  and 𝑥𝑥𝑘𝑘
𝑗𝑗 are the 𝑘𝑘𝑡𝑡ℎ components of the two sample points being 

studied. Complex applications may require the parameterization of the exponent (2 in the above 

equation) using a parameter 𝑝𝑝𝑘𝑘 . Together, 𝑝𝑝𝑘𝑘  and 𝜃𝜃𝑘𝑘fully define the shape of the Gaussian profile 

between the 𝑘𝑘𝑡𝑡ℎ  components of any two design points. The Kriging method also estimates of the 

uncertainty associated with its prediction of the response at an unknown point. As a result, Kriging is 

able to guide further sampling of the design space in an iterative manner. Additional detailed 

discussions on the Kriging method can be found in [46], [50], [51]. 

Marais et al. [52] used the Kriging response surface method available in ANSYS Workbench’s 

Design Explorer to model the moment coefficients of the heliostat as a function of the reflector’s angle 

and aspect ratio. Dehghani et al. [43] also used Kriging to build a response surface model of the pressure 

recovery of the diffuser corresponding to x- and y- coordinates of the spline control points along the 
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diffuser wall. Forrester et al. [50] found that in general, Kriging was particularly well-suited for 

applications where determining the actual response was computationally expensive, such as CFD-based 

calculations. Kriging was thus determined to be suitable for being used as a surrogate for the CFD 

model of the SUpA system.  

2.4.3 Optimization 

The final step in the solution of a surrogate-based optimization problem is the evaluation of the 

optimization algorithm itself. As observed in the case of surrogate modelling, a broad spectrum of 

algorithms and solution approaches can be found in literature. A selection of these approaches is 

reviewed here. 

An optimization problem can be formally stated as 

Minimize:  𝑓𝑓(𝒙𝒙) 

Subject to: 𝑔𝑔𝑗𝑗(𝒙𝒙) ≤ 0 ,    𝑗𝑗 = 1, …𝑚𝑚 

  ℎ𝑘𝑘(𝒙𝒙) = 0 ,    𝑘𝑘 = 1,𝑝𝑝 

  𝑥𝑥𝑖𝑖𝐿𝐿 ≤ 𝑥𝑥𝑖𝑖 ≤ 𝑥𝑥𝑖𝑖𝑈𝑈   𝑖𝑖 = 1, . .𝑛𝑛 

 where  𝑓𝑓(𝒙𝒙) is the objective function corresponding to a design vector 𝒙𝒙,  

𝑔𝑔𝑗𝑗(𝒙𝒙) is the 𝑗𝑗𝑡𝑡ℎ inequality constraint function, 

ℎ𝑘𝑘(𝒙𝒙) is the 𝑘𝑘𝑡𝑡ℎ equality constraint function 

 𝒙𝒙𝒊𝒊𝑳𝑳 and 𝒙𝒙𝒊𝒊𝑩𝑩  are the lower and upper bounds of the 𝑖𝑖𝑡𝑡ℎ design variable  

 𝑚𝑚, 𝑝𝑝 and 𝑛𝑛 are the number of inequality constraints, equality constraints and number 

of design variables for the given system 

The above problem may be resolved using either gradient-based methods, heuristics, or a 

hybrid approach involving both. Gradient-based techniques use a two-step process to iteratively narrow 

the search for a minimum using gradient information from the response surface. Gradient-based 

methods can solve large, multi-dimensional problems with relatively high efficiency and require little 

problem-specific parameter tuning. However, these algorithms are prone to being trapped by local 
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minima and are not able to operate on multi-modal functions. In addition, they cannot be used to solve 

problems involving discrete variables. As a result, heuristics-based techniques are more commonly 

used to solve optimization problems associated with complex systems with little or no gradient 

information available.  

Many of the heuristics-based methods were inspired by naturally-occurring processes. 

Evolutionary algorithms such as the Genetic Algorithm and Particle Swarm Optimization were based 

on Darwin’s principle of survival of the fittest and the natural swarming behavior of flocking birds, 

respectively [53], [54]. Other commonly used evolutionary algorithms such as Simulated Annealing 

(SA) and Ant Colony Optimization are reviewed comprehensively in [55]. Genetic algorithms have 

been widely used to determine an optimized system configuration for CFD-based applications. Marais 

et al. [52] successfully utilized the Multi-Objective Genetic Algorithm (MOGA) integrated within 

ANSYS Workbench to determine an optimized geometry of the heliostat’s reflector. Cavazutti et al. 

[56] used MOGA to optimize the design of a vertical channel to maximize heat and mass transfer from 

a natural convection current. Smolka [36] used a genetic algorithm to maximize the uniformity of 

temperature distribution inside a convection-based heating oven. Lee et al. [57] employed a genetic 

algorithm to minimize energy consumption of an HVAC system used for indoor climate control by 

coupling the optimizer with CFD. A detailed review of the genetic algorithm can be found in [53]–[55].   

2.5 Chapter Summary 

Based on the findings in some of the literature reviewed above, several approaches were 

identified for the purpose of modelling the SUpA system. Experimental and numerical analyses 

conducted by both [22] and [36] showed that the solar collector and conduction element could be 

approximated as an axisymmetric geometry to expedite computation. The meshing strategy used by 

[30] indicated that a minimum first layer thickness of approximately 0.01% of the width of the cavity 

could capture near wall effects with sufficient accuracy at high Rayleigh numbers. Further, the use of 

temperature profiles as boundary conditions was validated by the results of both [28] and [30]. The 
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turbulence models evaluated in the present literature survey did not yield a clear winner in terms of 

overall accuracy and robustness. However, the SST k-𝜔𝜔  model was the only model to have been 

successfully implemented and validated in cylindrical coordinates as demonstrated by [22], [58]. Since 

the SUpA geometry would also be evaluated to study circulation due to natural convection in an 

axisymmetric, 2D domain, the SST k-𝜔𝜔 model was identified as the appropriate turbulence viscosity 

model. Finally, it was found that optimization using genetic algorithms has been previously performed 

entirely within the ANSYS Workbench environment, and could thus be used to identify and test an 

optimal SUpA configuration prior to future field installations. 

The literature review undertaken in this chapter shows that a range of options is available for 

the purposes of modelling, validating and optimizing the SUpA technology. The review of parallel 

applications involving the modelling of natural convection demonstrated the validity of employing the 

2D axisymmetric model, use of the k-𝜔𝜔 SST turbulence for resolving turbulent and transitional natural 

convection flows and the utilization of the optimization tool integrated within ANSYS Workbench. 

However, to date, literature on successful technological interventions in pond aquaculture in remote, 

underdeveloped communities, was not available.  In addition, no published research on the development 

of experimentally validated models and optimization of such systems was found.  
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3. Design Solutions  

The three designs being evaluated in this study are introduced. Metrics used for characterization 

of performance of the designs are discussed.  

3.1 Rod-Fin Design 

In the first iteration of the SUpA system, referred to as the ‘rod-fin’ design, a flat sheet of metal 

was utilized as the solar collector while a solid cylindrical rod served as the conduction element. Both 

components are made of a thermally conductive metal such as aluminum. The conduction element was 

welded to the underside of the collector. The surface of the collector was glazed with plastic or glass to 

prevent heat losses via wind-induced forced convection. The bottom face of the collector and a 

submerged portion of the rod were insulated to preserve conduction of heat to the bottom of the rod. 

The updraft channel was implemented as a circular tube positioned around the rod. A schematic of the 

design is given in Figure 3-1. As shown in the figure, incident thermal energy was conducted from the 

collector to the uninsulated part of the rod before being transferred to the surrounding water via natural 

convection. 

 

Figure 3-1: Schematic of the rod-fin geometry. Vertical natural convection is induced from the 

uninsulated surface of the cylindrical conduction element 
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3.2 Bent-Fin Design 

The second version of the SUpA device was motivated by the goal of reducing heat loss at the 

contact region between the rod and the collector in the rod-fin geometry. This design consisted of a 

single rectangular sheet of metal with both ends bent by 90 degrees. The bent surfaces of the metal 

were immersed in water to form the conduction element, while the horizontal face served as the solar 

collector. No welding was thus required during construction. Thermal energy from the solar collector 

was conducted to the bent fins across the cross-section of the sheet metal. As was the case in the rod-

fin design, the solar collector was glazed. In addition, insulation was applied to the underside of the 

solar collector and to the conduction element up to a specified depth. The updraft structure in this design 

consisted of a rectangular channel constructed around each fin. An illustration of the bent-fin design is 

given in Figure 3-2.  

 

 

Figure 3-2: The bent-fin concept uses a single rectangular sheet of metal with the ends bent at 

right angles. A rectangular updraft channel guides the convection current from the pond bottom 

to the water surface 
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3.3 Inverted Prism Design 

The inverted prism design, shown in Figure 3-3, was conceived with the goal of reducing losses 

during conductive heat transfer through the metal while maintaining convective heat transfer to the 

lower depths. Similar to the bent-fin geometry, this design also utilized a single piece of sheet metal 

for its construction. The sheet metal was formed into a cavity in the shape of an inverted prism. The 

opening to the cavity at the top was covered and sealed with a clear, transparent material. When 

submerged in water, thermal energy from solar radiation incident on the angled inner walls was 

conducted to the surrounding water across the thickness of the metal. The metal structure functioned 

simultaneously as the solar collector and the conduction element. The updraft channel around the 

inverted prism consisted of a vertical section at the bottom and an angled section parallel to the walls 

at the top. When convective currents were set up, water entered the channel at the bottom before rising 

along the angled section and emerging near the water surface.  

 

Figure 3-3: A schematic of the inverted prism concept. Thermal energy captured by the angled 

walls of the collector is transferred to the water through the thickness of the sheet metal 
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3.4 Metrics for Performance Characterization 

Performance of the designs was evaluated using both results of CFD predictions as well as 

preliminary field trials. CFD models were used to determine the impact of the designs on mass flow 

rates of circulation in the water volume. This was done by creating a virtual surface within the updraft 

channel and monitoring the mass flow rate across the surface over time. In addition to the mass of water 

moved, the velocity of the convective current and thermal gradients developed in the modelling domain 

were also evaluated.  

In order to assess device operation in the field, changes in dissolved oxygen levels measured 

in the pond during device operation were analyzed. The compatibility of the designs with 

implementation in a resource constrained environment was also assessed in terms of cost, availability 

of materials and challenges faced during manufacturing and installation.   
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4. SUpA System Modelling 

The development and implementation of the CFD model of the rod-fin, bent-fin and inverted-

prism geometries are discussed in this chapter. The modelling domain is first defined in terms of 

characteristics of the pond environment and ambient conditions. The performance of each design in 

this environment is then evaluated in terms of the mass flow rate of water and peak velocity attained in 

the circulation induced by natural convection.  

4.1 Model Geometry 

In 2010, the average area of ponds used for homestead aquaculture in the Mymensingh district 

of Bangladesh, where field trials of the SUpA system are being conducted, was 0.06 ha (610m2) [59]. 

A pond with half of this area was chosen as the modelling environment for the SUpA system. One 

device was installed in the center of this pond in the CFD model. 

The device and pond was modelled as a two-dimensional (2D), axisymmetric geometry in the 

interest of reducing computational costs. A large number of CFD evaluations were required for 

performing mesh and time-step independence studies as well as the design studies discussed in Chapters 

6 and 9.  The 2D models required less than 2.5 hours per simulation for the different SUpA 

configurations on a desktop PC with 16GB memory and 8-core Intel® Xeon® E5-1620 processor. On 

the other hand, the number of mesh elements needed to spatially discretize a three-dimensional (3D) 

model of the pond was of the order of 106 elements, requiring more than 24 hours per simulation. 

Further, as discussed in Section 2.3, the validity of the axisymmetric assumption for approximating a 

3D geometry was previously investigated and demonstrated by [22], [28], [36].   

The fluid domain was thus modelled as a planar representation of a cylinder with radius 10m, 

for a pond surface area of 314m2 or 0.03ha. The pond was assumed to have a depth of 1.25m, equal to 

the average depth observed during visits to the test ponds in Mymensingh. ANSYS DesignModeler 

v17.0 was used to construct 2D geometries of the SUpA designs, shown in Figure 4-1. The solar 

collector and conduction element were merged into a single body representing a continuous metal 
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domain, while another body was created to model the surrounding water. Partitions were made within 

the water domain to facilitate the use of quadrilateral mesh elements during the meshing process. The 

dimensions of the rod-fin, bent-fin and inverted prism geometries given in the figure are based on 

prototypes used in preliminary field trials. They are used as reference designs to demonstrate the overall 

CFD modelling approach discussed in the following sections.  

 

Figure 4-1: Schematic of the (a) rod-fin, (b) bent-fin and (c) inverted prism geometries as 

constructed using ANSYS DesignModeler 17.1  

4.2 Meshing 

Meshing was accomplished using the ANSYS Meshing software integrated within the ANSYS 

Workbench environment. A mesh topology consisting of both triangular and quadrilateral elements was 

utilized and implemented by the proximity function. This allowed for a progressive refinement of cells 

near the corners and edges of the geometry. A mapped quadrilateral face mesh was applied to the blocks 

created inside the geometry in DesignModeler. Triangular elements were generated between the 

blocked regions and the inflation layers. The size of elements in the core of the fluid region was 1.5in. 

Based on the findings of [30], 20 prism layers were generated in the annulus between the conduction 

element and the walls of the updraft channel and propagated to the water surface. A virtual monitor 

surface was created between the draft tube and the conduction element to record the mass flow rate of 
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water rising along the updraft channel. An illustration of the grids used for the three SUpA designs is 

shown in Figure 4-2. 

 

Figure 4-2: Illustration of the quadrilateral-dominant grids created for the three SUpA 

configurations 
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4.3 Boundary Conditions 

The mesh of the SUpA geometry was translated to ANSYS Fluent to generate the CFD model. 

The side wall and bottom of the pond were modelled as rigid walls with a roughness constant of 0.5. 

The water surface was modelled as a rigid wall with zero roughness or a ‘free-slip’ boundary condition. 

This was based on the recommendations of [20] and the implementation of this approach in [22]. 

Modelling of thermal stratification across the pond depth was not included in the scope of the current 

work, as the process of coupling a numerical temperature model presented in [60] with the CFD code 

is being investigated. For the analyses discussed in this thesis, an isothermal boundary condition with 

a temperature 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 equal to 23oC was applied to the water surface. The remaining sides of the pond 

were modelled as no-slip, adiabatic walls. Peterson et al. [20] found that a more accurate representation 

of the boundary conditions present on the pond walls and bed could be achieved by selectively altering 

the roughness height on these walls. However, the pond modelled by the authors had a well-defined 

shape with lined sidewalls and pond bed, unlike the typical homestead aquaculture pond found in rural 

areas. The banks of these ponds are irregular and often lined with vegetation, such as in the example 

shown in Figure 4-3. Construction of an accurate model of the dynamics of heat and mass transfer 

across the pond banks was not investigated in the current work.  

 

Figure 4-3: Example of a typical pond used for small-scale aquaculture in rural Bangladesh 
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Boundary conditions on the SUpA devices were modelled as follows. Solar irradiance was 

modelled as a transient heat flux input applied uniformly incident on the surface of the collector. A 

theoretical, time-varying profile of the solar irradiation with a peak irradiance of 1000Wm-2 was 

implemented using a user-defined function (UDF) in Fluent. In the case of the inverted prism geometry, 

the incident heat flux was reduced by a factor of the cosine of the collector angle, as given by the 

following equation: 

𝑄̇𝑄𝑒𝑒𝑒𝑒𝑒𝑒 =  𝑄̇𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ∗ cos (𝛼𝛼) (Eq 4-1) 

where 𝑄̇𝑄𝑒𝑒𝑒𝑒𝑒𝑒 is the effective thermal energy input, 𝑄̇𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 is the instantaneous solar irradiation 

(W/m2) and 𝛼𝛼 is the angle of inclination of the collector. 

External radiation loss from the surface of the solar collector was defined using an external 

emissivity 𝜀𝜀 of 0.5 for the surface of aluminum painted black. The sky temperature 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 was found to 

be 285K based on typical weather conditions in the summer in Bangladesh. Since the solar collector 

was to be glazed, convection losses from the collector surface to the ambient air were not modelled. 

The underside of the solar collector in the rod-fin and bent-fin configurations was treated as an adiabatic 

wall. For the baseline geometries currently investigated, no insulation was applied to the submerged 

portion of the conduction element. Thus, the entire surface of the conduction element was modelled as 

a no-slip, conjugate heat-transfer boundary for all the geometries. A ‘shadow’ wall was automatically 

generated by Fluent on the heat-transfer surface to model the transition from conductive heat transfer 

within the metal to natural convection at the metal-water interface. The model was initialized as a 

stationary fluid with a uniform temperature of 23oC throughout the domain. The model was simulated 

for 12 hours while recording the mass flow rate of water through the updraft channel. A summary of 

these boundary conditions is given in Table 4-1. 
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Table 4-1: Boundary conditions applied to SUpA configurations for CFD evaluation 

Boundary Momentum Thermal 

Collector Surface N/A 
𝑄̇𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 
𝜀𝜀 = 0.5 

𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 = 285K 

Collector Underside N/A Adiabatic 

Conduction Element No-slip Coupled Wall  

Water Surface Free-slip Isothermal (𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 295K) 

Updraft Channel No-slip Adiabatic 

Pond Walls No-slip Adiabatic 
 

4.4 Solver Setup 

Following the definition of the boundary conditions, the Fluent CFD solver was set up to carry 

out a transient analysis of the SUpA system. The SST k-ω turbulence model was chosen to model the 

eddy-viscosity term in the RANS equations, based on the literature reviewed in Chapter 2. Material 

properties of the fluid were defined at a film temperature obtained from the average of the bulk fluid 

temperature and the average temperature measured on the submerged part of the rod. Boussinesq’s 

approximation was used to model the variation of water density with temperature as a linear function 

as explained in Section 2.2. The material was chosen based on the nature of conductive heat transfer in 

between the collector and conduction element. In the rod-fin and bent-fin geometries, thermal energy 

travelled from the collector to the submerged conduction element. In the inverted prism configuration, 

conductive heat transfer took place directly across the metal thickness of the collector. Thus, in the rod-

fin and bent-fin designs, aluminum was used for its high thermal conductivity, while steel was used in 

the inverted prism geometry due to its significantly lower cost. The pressure-based solver with the 

Pressure Implicit with Splitting of Operators (PISO) algorithm was used to solve discretized numerical 

equations for continuity, energy, and momentum. The second order upwind scheme was used for spatial 

discretization for energy and momentum, while a second order implicit formulation was used for the 
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transient analysis. Spatial discretization of pressure was achieved using the PRESTO scheme. The 

under-relaxation factor (URF) applied to the energy and momentum equations was 0.9 and 0.1 

respectively, based on recommendations for facilitating convergence in natural convection CFD 

models.. The convergence monitor residual for energy was reduced by a factor of 10-3 from its default 

value, while those for continuity, 𝑥𝑥 and 𝑦𝑦 momentum were reduced by a factor of 10-1.  

4.5 Results 

4.5.1 Mass Flow Output 

The mass flow rate of the three designs was monitored over the course of the simulation. The 

flow rate was calculated over a virtual monitor surface created within the updraft channel at each time-

step. The total mass of water moved in the circulation current was found by integrating under the mass 

flow rate profile. The profiles of the three designs is shown in Figure 4-4 . The input irradiance on the 

solar collector is plotted over the same period. The corresponding values of the total mass of water 

moved by each configuration is given in Table 4-2. 

  

Figure 4-4: Transient mass flow profiles of the rod-fin, bent-fin and inverted prism geometries 
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Table 4-2: Mass of water moved by the SUpA configurations 

Configuration Mass of Water Moved in 12 Hours (kg) 

Rod-Fin 790 

Bent-Fin 2230 

Inverted Prism 4045 

 

As seen in the figure, the three profiles exhibit different characteristics. The flow profile 

produced by the rod-fin geometry was found to have a smooth increase that followed the transient trend 

of the input heat flux on the solar collector. The flow was observed to peak at 0.02kg/s around the 6-

hour mark at the same time as solar noon. In the case of the bent-fin geometry, the mass flow rate 

peaked at the very end of the transient period, nearly 6 hours after maximum irradiance. This was 

attributed to a delayed increase in circulation momentum in the interior of the bent-fin geometry, 

resulting from the representation of the bent-fin in cylindrical coordinates. In the case of the inverted 

prism, the mass flow rate was found to peak at 0.106kg/s at roughly the same time as solar noon. This 

peak was 60% higher than that of the bent-fin geometry, and 420% higher than the rod-fin design. In 

addition, as observed in Table 4-2, the net mass of water moved by the inverted prism design was found 

to be 81% higher than the bent-fin design, and 412% higher than the rod-fin design.  The inverted prism 

was also the only configuration to feature a second, smaller peak in the flow rate in the first 30 minutes 

of the simulation. This secondary peak occurred when the model responded to the initial jump in solar 

irradiance from 0Wm-2 to 120Wm-2. The mass flow rate temporarily increased rapidly as the water 

current near the surface reached the opposite wall. This was followed by a dip in the flow rate as the 

interaction with the wall caused counter-flows and disturbances in the bulk volume. The increasing 

irradiance then induced greater circulation, overcoming the temporary dip and causing the overall mass 

flow rate to rise again.  
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The differences in performance of the three designs in terms of their mass flow output was 

correlated to differences in water uptake volume, surface area of heat transfer and time-scales of heat 

conduction through the metal body. As shown in the temperature contour distribution of Figure 4-5, the 

temperature difference Δ𝑇𝑇 between the metal surface and the bulk fluid region was not uniform across 

the submerged depths of the three conduction elements. As a result, the fraction of surface area of the 

conduction element participating in convective heat transfer varied across the configurations. The 

effective area of heat transfer was 54% and 4% of the total submerged surface area of the rod-fin and 

bent-fin geometries respectively. However, the cross-section area of the updraft channel in the bent-fin 

was nearly 10 times larger than that of the rod-fin design, resulting in a significantly greater volume of 

water uptake. In addition, the area of contact between the conduction element and the solar collector in 

the rod-fin design was less than 50% of the contact area in the bent-fin design. This resulted in a slower 

rate of heat conduction to the exposed surface of the rod. In the inverted prism configuration, 100% of 

the submerged portion of the conduction element surface area participated in convective heat transfer 

to the surrounding water. In addition, the effective area of contact between the solar collector and the 

convective heat transfer surface was equal to the entire submerged surface area, as the two surfaces 

were part of the same metal body.  

The mass flow rates at the end of the simulation period were observed to be non-zero in all 

three designs. This indicated the effect of strong thermal inertia due to the large heat capacity of water. 

In addition, at the end of the irradiation period, the momentum of the water circulation gained during 

the day continues to generate movement through the updraft channel. However, this flow was not 

monitored, as its contribution to the net mass of water moved during the day was found to be negligible. 

The flow rate of water was also utilized in the numerical DO model to quantify the effect of the SUpA 

device on DO levels throughout the pond. The development of the DO model and incorporation of mass 

flow outputs from the CFD models was covered by [60] and was not included in the scope of this work.  
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Figure 4-5: Contour plot of the thermal gradients observed in the (a)rod-fin, (b) bent-fin and (c) 

inverted prism geometries. The highlighted dimensions indicate the lengths of the conduction 

element where 𝚫𝚫𝑻𝑻 ≥ 𝟏𝟏o𝐂𝐂 
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4.5.2 Velocity Distribution 

In addition to the mass flow response of the three SUpA design configurations, characteristics 

of the circulation induced in the immediate vicinity of the device as well as the bulk of the fluid volume 

were also evaluated. The flow velocity outside the device was used as a measure of the relative 

robustness of each design and its ability to counter local disturbances within the pond volume. Figure 

4-6 (a), (b) and (c) show the distribution of velocity vectors of the rod-fin, bent-fin and inverted prism 

designs. The vector plots were obtained at the time of peak circulation induced by each configuration, 

determined from the maximum mass flow rates obtained from Figure 4-4. 

In all three configurations investigated, the flow in the bulk volume of the fluid was 

characterized by a single large circulation cell. A smaller, secondary circulation was observed at the far 

end of the pond in the vector distribution of the rod-fin geometry. The greatest updraft velocity was 

recorded in the draft tube of the rod-fin configuration, where the flow attained a velocity of 16mm/s. 

The smallest peak updraft velocity was observed in the updraft channel of the bent-fin geometry. These 

observations were consistent with the differences in temperature between the surface of the metal and 

the ambient water, Δ𝑇𝑇, among the three geometries. As given in Eq 2-8, large values of Δ𝑇𝑇 correlate 

directly with free convection flow velocities. In the rod-fin geometry, the small cross-section area of 

the conduction element combined with the low water uptake capacity resulted in limited removal of 

heat via natural convection compared to the other designs. This caused an accumulation of heat within 

the cylindrical rod, resulting in large values of Δ𝑇𝑇 occurring on 54% of the submerged surface area, as 

seen in Figure 4-5(a). In comparison, only 4% of the submerged area of the bent-fin had a temperature 

difference greater than 1oC, as shown in Figure 4-5(b). In turn, these variations in Δ𝑇𝑇 caused the 

differences in flow velocities observed in Figure 4-6 (a)-(c).  
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Figure 4-6: Plot of velocity vectors observed in the bulk fluid region and updraft channel (inset) 

during peak circulation in (a) rod-fin (b) bent-fin and (c) inverted prism models  
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4.6 Solution Independence from Solver Parameters 

The accuracy of the above results was checked to ensure independence from the size of the 

time-step used for the transient analyses as well as the size of key features within the mesh. The inverted 

prism geometry was used as a model for the time-step and mesh independence studies. Results from 

these studies were utilized in the analyses of the rod-fin and bent-fin geometries. The net mass of water 

moved as well as the nature of the mass flow rate profiles were analyzed to identify a suitable mesh 

configuration and time-step size. 

4.6.1 Independence from Time Step Size 

Time-step sizes of 1s, 5s and 10s were tested to identify the step size for which convergence of 

the total mass flow output was achieved. Results of the study are shown in Figure 4-7. It was found that 

the output mass flow profiles were nearly identical for all three time-step sizes investigated. The total 

mass of water moved was 4054kg, 4055kg and 4066kg for steps sizes equal to 10s, 5s and 1s 

respectively, resulting in a maximum deviation of 0.3% from the reference geometry with a time step 

size of 10s. The negligible variation in output was attributed to the large difference in time scales 

between the developing flow and thermal energy input to the system. For most of the simulated period, 

the flow was characterized by a single, slow-moving circulation cell occupying the bulk of the fluid 

volume, as illustrated in Figure 4-6. In the absence of any localized regions of turbulence with large 

velocities, the overall rate of change of flow velocity was smaller than the rate of change of heat flux 

into the water. Thus, the larger time-step sizes of 5s and 10s were able to closely match the response of 

the system evaluated with a time-step size of 1s. A step size of 10s was therefore deemed to be 

sufficiently accurate for modelling the given geometry and used for all future analyses.  
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Figure 4-7: Mass flow rate profiles observed for three time-step sizes (dT) of the inverted-prism 

model. Largest difference in the total mass of water moved was found to be 0.3% between the 

case with dT = 10s and dT = 1s 

4.6.2 Mesh Independence 

Following the identification of a suitable time-step size, grid independence from the core prism 

size and height of the first inflation layer was evaluated. The core prism size influenced the size of the 

mesh elements in the bulk volume of the fluid domain, while the first inflation layer thickness affected 

the resolution of the natural convection boundary layer adjacent to the heat transfer surface [30]. Three 

levels of each parameter were evaluated. Figure 4-8 shows a plot of the mass flow profiles 

corresponding to the core prism sizes 0.75in, 1in and 1.5in. All three cases were evaluated with 20 

inflation layers in the updraft channel. The total mass outputs of water were 4045kg, 4154kg and 

4214kg for core sizes 1.5in, 1in and 0.75in respectively, indicating a maximum negative deviation of 

4% between the finest and coarsest meshes. The core size of 1.5in was thus found to be sufficient for 

discretizing the bulk region of the fluid.  
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Figure 4-8: Mass flow rate trends corresponding to different sizes of the core mesh elements. The 

coarsest mesh with core size = 1.5in under-predicted the total mass flow output by 4% compared 

to case with core size = 0.75in 

 

Figure 4-9 shows the mass flow profiles corresponding to different resolutions of the inflation 

layer within the updraft channel. Three cases were evaluated with 5, 12, and 20 inflation layers, 

corresponding to first layer heights of 2.6mm, 0.6mm and 0.13mm respectively. These values were 

motivated by the inflation parameters investigated in [30]. A core-prism size of 1in was used in the 

study. The total mass flow outputs were 4154kg, 4027kg and 4235kg for first-layer heights 0.1mm, 

0.6mm and 2.6mm respectively. The variation between the coarsest and finest mesh was 2%. Although 

the inflation layer height of 2.6mm was found to predict the mass output within 2% for the given 

geometry, a first layer height of 0.1mm corresponding to 20 layers was chosen for subsequent analyses 

to provide sufficient resolution for visualizing momentum and thermal profiles within the boundary 

layer. 
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Figure 4-9: Mass flow rate profiles corresponding to different heights (t) of the first inflation 

layer and number of layers (n) measured from the heat transfer wall 

4.7 Comparison with 3D Modelling 

In addition to developing a mesh and time-step independent model, the 2D axisymmetric 

geometry was compared to an equivalent 3D model of the inverted prism. This was done to validate 

the assumption that the 2D model was able to accurately capture critical aspects of fluid dynamics and 

heat transfer from the device, and that the effects on fluid flow from the corners of a three-dimensional 

geometry were negligible. The width of the base of the 3D model was adjusted to create a geometry 

with the same surface area available for heat transfer. The inclination angle of the collector and its 

sloped length were also preserved in both models. This allowed the 3D model to have the same effective 

surface area for heat transfer while maintaining flow orientation and length in the updraft channel. 

Figure 4-10 shows an illustration of the inverted prism concept modelled in 3D. Bilateral symmetry of 

the model in two orthogonal planes, as highlighted in the figure, allowed for the modelling of only a 

quarter of the device. 
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Figure 4-10: Schematic of the 3D representation of the inverted prism geometry. Bilateral 

symmetry was exploited to evaluate a quarter of the metal body for the 3D CFD model  

 

Figure 4-11 shows a 3D model of the quartered collector placed at the centre of a cylindrical 

pond with the same dimensions as the axisymmetric model. The cylindrical shape of the pond was 

preserved to allow for a controlled comparison between the two representations of the inverted prism 

structure. Attempts were made to preserve the overall mesh topology in both models by sweeping the 

2D mesh by 90o across 30 intervals. However, these resulted in large mesh sizes with over 1 million 

elements, which placed significant demands on computational resources for simulating 12 hours of 

device operation. Thus, fewer cells were added in the radial direction in the swept mesh. Hexahedral 

elements were utilized in the bulk fluid region. The total number of elements in the final mesh was 

281,390. Further improvement of the 3D mesh and development of a grid-independent 3D model was 

beyond the scope of the current work. 

 

Figure 4-11: The mesh used to discretize the 3D modelling domain of the pond and inverted 

prism configuration 
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Unlike the 2D axisymmetric grid, the 3D mesh was modified to omit the generation of mesh 

elements within the metal body of the collector. Regular meshing of the solar collector face using the 

proximity function led to the formation of a large concentration of cells within the solid. Due to the 

small thickness of the sheet metal, only a single layer of cells was used to model heat transfer across 

the metal surface. However, creating these cells resulted in cells with large aspect ratios, which in turn 

caused difficulties in solution convergence. As an alternative, the Shell Conduction feature in FLUENT 

allowed the creation of a ‘virtual’ layer of cells that did not require the elements to be physically 

meshed. This eliminated the solid metal body from the model domain. The validity of this approach 

was proven in cylindrical coordinates by comparing its resulting mass flow profile with that of the 

original 2D model. The results shown in Figure 4-12 indicate that the use of the virtual wall model 

produced a difference of only 1% in the peak flow rate. It was thus assumed to be a valid approximation 

for the 3D model.  

 

Figure 4-12: Comparison of the mass flow profile with and without utilization of the ‘shell-

conduction’ feature within Fluent. Simulations were performed using a constant irradiance of 

1000Wm-2 for 1800s  

 

The results of the 3D simulation are presented in the following sections. Figure 4-13 shows a 

comparison between the flow streamlines observed for the two geometries at solar noon. Differences 

are noted in the shape of the circulation cell developed in the fluid volume. However, these differences 
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occurring away from the device were found to be insignificant as flow velocities were of the order of 

10-4 m/s. The radial distance up to which velocities were greater than 1mm/s were found to be 3.5m and 

2.5m in the 2D and 3D models respectively, indicating a difference of 20%. In the region close to the 

device, effects of the 3D geometry were more significant than in the regions farther away. Momentum 

transport occurred non-uniformly in the z-direction in the periphery of the device in the 3D model, 

resulting in the lower velocity of the flow modelled in 3D. 

 

Figure 4-13: Velocity streamlines produced in the 2D and 3D CFD models at the time of 

occurrence of peak mass flow rate 

 The transient mass flow profiles of the two models are presented in Figure 4-14. It was found 

that representing the device in two dimensions over-predicted the total mass of water moved by 10% 

when compared to the device modelled in 3D. Based on the similarity of the flow patterns and mass 

flow profiles produced by the two models, it was assumed that the relative trends in the response of 

different points in 3D and 2D was the same. The 10% difference in the net mass of water moved was 

thus deemed to be within an acceptable range of uncertainty. Furthermore, the significant savings in 

time and computational costs offered by the 2D model were found to outweigh the observed 

discrepancies in modelling the flow.  
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Figure 4-14: Mass flow profiles observed in the 2D and 3D models of the inverted prism geometry 

4.8 Chapter Summary 

The construction of unsteady CFD models of the SUpA design configurations was presented 

in this chapter. The three configurations were modelled using 2D, axisymmetric reference geometries. 

The mass flow profile, velocity and thermal gradients associated with each design were evaluated. It 

was found that the net mass of water moved by the inverted prism geometry was predicted to be 81% 

higher than the bent-fin design over a 12-hour period. The average flow velocity of the updraft current 

of both the rod-fin and inverted prism geometries was more than twice as large as that of the bent-fin 

configuration. The largest thermal gradient was observed in the rod-fin geometry. The CFD model was 

tested and found to be independent from the size of the time step, core mesh size and height of first 

inflation layer of the mesh. Lastly, the 2D model was compared to a preliminary 3D model developed 

for the inverted prism geometry. In the present work, the 3D model was not evaluated further to obtain 

a model independent from grid features and the size of the time-step. The flow patterns were observed 

to be qualitatively similar in both models and the mass flow output was overestimated by the 2D model 

by 10%. It was concluded that the 2D axisymmetric model was adequate for the purposes of modelling 

the SUpA system for future tests.   
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5. Model Validation 

Evaluation of the modelling accuracy of the model in the previous chapter using experimental 

methods is discussed. A bench-scale experiment was set up to simulate the heat transfer mechanism of 

the rod-fin and bent-fin geometries. Flow visualization was performed using pH-indicated electrolysis.  

The prediction of flow velocity at different positions along the vertical updraft channel is compared 

between the CFD model and the experimental measurements. A qualitative bench-scale setup of the 

inverted-prism geometry is also presented.  

5.1 Approach 

Development of the SUpA system began with proof-of-concept tests to investigate the 

movement of water due to natural convection in an enclosure. Mahmoud [60] discusses these 

preliminary tests in greater detail. Water in an aquarium tank was used to model the pond volume. A 

solid cylindrical rod made of aluminum or steel was used as the conduction element. Thermal energy 

input was supplied by two 36W ceramic cartridge heaters connected to a DC power supply. The heaters 

were inserted into the top of the rod. Dye was added to the base of the tank to visualize the flow after 

the exposed portion of the heated rod had attained a steady temperature. Preliminary tests showed that 

the dye travelled upwards along the rod and spread over the water surface, indicating the formation of 

a natural convection current. Subsequent tests utilized a draft tube placed around the metal rod. The 

draft tube controlled the depth of water uptake from the bottom of the tank and entrained the flow rising 

around the rod. While these tests gave a visual demonstration of the working principle of the SUpA 

system, they provided limited quantitative information about the flow. The food colouring revealed the 

general appearance and structure of the flow, but it was difficult to control the dye concentration for 

each experiment and track the flow accurately. This in turn hindered efforts to validate the CFD model 

being developed for the SUpA system. Therefore, an alternative to the dye-based visualization method 

was implemented by the team at the Water and Energy Research Lab. This technique involved the use 

of electrolysis and pH-indicated flow visualization to obtain a quantitative characterization of the lab-
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scale system. Results from these tests were used to validate the overall modelling approach of the SUpA 

device. A brief overview of these tests and a comparison of simulated and experimental results are 

presented in the following sections.  

Visual estimates of the updraft velocity obtained from the food-colouring tests were of the 

order of millimetres per second. The pH-indicated flow visualization technique is often used for 

visualizing flows in that range, as reported in [61]. This method uses a two-step process. First, a 0.01%-

by-weight concentration of thymol blue in distilled water is prepared in the tank. An alkali such as 

sodium hydroxide (NaOH) is used to titrate the solution to its end point, followed by the addition of 

concentrated hydrochloric acid (HCl). The final pH of the bulk fluid is just under 7, causing the solution 

to appear yellow. At this point, the slightly skewed balance between hydroxide (OH-) and H+ ion 

concentrations is highly sensitive to fluctuations caused by external inputs. The second part of the 

process involves electrolysis to further offset these ion concentrations at the cathode and anode. 

Oxidation occurs at the anode and H+ ions are added to the solution. This increases the pH locally and 

the thymol blue solution remains yellow. On the other hand, reduction occurs at the cathode and OH- 

ions are released into the solution. This increases the local alkalinity of the solution, causing the 

indicator to turn blue around the cathode. The amount of coloured solution produced around the cathode 

is controlled by changing the voltage applied across the electrodes. When the cathode is placed near a 

stream of moving fluid, the coloured solution propagates with the flow and allows for direct flow 

visualization. 

5.2 Bench-Scale Setup 

5.2.1 Rod-Fin Geometry 

The lab-scale setup used to implement the pH-indicated visualization technique is shown in 

Figure 5-1. The heating assembly consisted of same components as those used in the dye tests - a 

partially insulated, cylindrical aluminum rod with a diameter of 1in was placed inside a draft tube of 

diameter 1.5in. The rod was heated by two cartridge heaters at the top. Insulation was added around the 
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upper portion of the rod to prevent heat losses during conduction to the bottom. A 0.003in-thick sheet 

of ceramic paper was used as the insulating material. 

 

Figure 5-1: CAD illustration of the bench-scale heating assembly used to validate the CFD model 

of the rod-fin configuration 

 A platinum wire with diameter 0.025mm was stretched across the bottom of the draft tube to 

form the cathode. A 20-gauge copper wire was submerged in the tank away from the heating assembly 

to serve as the anode. The electrodes were connected to a variable DC power supply. Two Minco S667 

waterproof resistance temperature detectors (RTDs) were used to obtain temperature readings at the 

locations on shown in Figure 5-2. Data from the RTD was processed by an Arduino Leonardo board. 

The bulk temperature of the water away from the heating assembly was recorded using a digital 

temperature probe. A Canon EOS DSLR camera was used to record the flow in the draft tube. 
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Figure 5-2: Schematic of the components used for pH-indicated flow visualization of the updraft 

flow. The thymol blue indicator changed from yellow to blue at the cathode due to localized 

increase in alkalinity when voltage was applied across the electrodes 

 

After power supply to the cartridge heaters was turned on, temperature readings from the RTDs 

were monitored until a steady state was attained at 32oC at the second RTD location. At this point, the 

electrolysis circuit was switched on. 5V was supplied to the electrodes. Water around the platinum wire 

at the bottom of the draft tube began to turn blue. The current passing through the electrodes was pulsed 

to prevent accumulation of hydrogen gas around the cathode. The coloured-solution was then observed 

to rise up along the rod. 

Footage from the camera was analyzed to track the leading edge of the flow in the boundary 

layer at several points along the vertical axis. Instantaneous velocities at these locations were calculated 

by measuring vertical displacements of the leading edge over 10-second intervals. However, in the case 

of the rod-fin setup, measuring these instantaneous velocities was challenging due to out-of-plane flow 

diffusion and distortion of light caused by the curved walls of the draft tube. Therefore, a single average 
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updraft velocity was calculated by measuring the total transit time from the bottom to the top of the 

tank. The updraft velocity was determined to be 8.5±0.2mm/s from the results of five trials.  

5.2.2 Bent-Fin Geometry  

 

Figure 5-3: Bench-scale heating assembly representing the bent-fin configuration. The heating 

block was used to provide uniform heat flux to the horizontal face of the bent metal plate 

 

To model the bent-fin geometry, the heating assembly consisting of the rod and cylindrical 

draft tube was replaced by a 17in × 4in sheet of aluminum bent at either end by 90o, as shown in Figure 

5-3. An updraft channel with a rectangular cross-section was supported around one of the vertical metal 

fins. A 150mm × 150mm rectangular grid with 5mm × 5mm spacing was etched onto one face of the 

draft tube to serve as a scale for measuring the instantaneous updraft velocity. The cartridge heaters 

were inserted into a heating block placed above the top face of the bent metal. The heating block was 
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used to uniformly distribute the thermal energy input to the metal. The portions of the bent metal 

exposed to air were insulated using the ceramic paper. Temperature sensors were mounted at the 

locations shown. The thymol blue solution was titrated and prepared for electrolysis.  The platinum 

wire was stretched across the bottom of the draft tube at three locations. Figure 5-4 shows the position 

of the different parts of the bench-scale setup used for flow visualization of the bent-fin geometry. 

 

Figure 5-4: Schematic of components used for pH-indicated electrolysis in the bent-fin apparatus. 

The platinum wire was fixed on one updraft channel due to the assumption of flow symmetry on 

both vertical fins 

 

5V was pulsed across the electrodes when the heating block and submerged fin attained a steady 

state. The thymol blue solution was observed to rise up through the gap between the metal and the draft 

tube.  The leading edges of the flow streams were tracked against the backdrop of the etched grid. Due 

to the flat walls, it was possible to measure instantaneous flow velocities with greater accuracy than in 

the lab-scale prototype of the rod-fin geometry. The updraft velocity was measured in 10-second 

intervals at 12 positions along the vertical channel.  
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5.3 CFD Modelling 

5.3.1 Geometry & Meshing 

Taking advantage of the symmetry of both systems about their middle plane, one half of the 

bench-top setup was modelled as a three-dimensional geometry in ANSYS DesignModeler. ANSYS 

Meshing was used to create an unstructured, tetrahedral mesh of each geometry. 20 prism layers were 

generated in the annulus between the rod and the draft tube. These prism layers were propagated to the 

water surface and walls of the tank. To improve computational efficiency, the 3D tetrahedral cells were 

converted to polyhedral elements in ANSYS Fluent. Conversion to polyhedral elements is a common 

strategy used to significantly reduce the total number of cells in complex geometries. The total number 

of elements in the final grid used by Fluent was 975,265 for the rod-fin model and 677,741 for the bent-

fin model. Figure 5-5 shows the polyhedral mesh employed by Fluent for each setup. 

 

Figure 5-5: 2D cross-section of the polyhedral mesh used for modelling the rod-fin (a) and bent-

fin (b) bench-scale setup 

  

5.3.2 Boundary Conditions 

A summary of the boundary conditions for each part of the modelling domain is given in Table 

Table 5-1. The corresponding surfaces are labelled in Figure 5-6. Since heat loss from the exposed 

surfaces of the conduction element, water surface and tank walls could not be accurately quantified, 
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temperature readings from the RTD at the top were incorporated into a user-defined temperature profile 

for both systems. The water surface was treated as a free-slip boundary maintained at the ambient 

temperature of the lab environment. The sides and bottom of the tank were assumed to be adiabatic, 

no-slip walls. The uninsulated section of the rod was modelled as a coupled wall to allow convective 

heat transfer to the surrounding water.  

Table 5-1: Summary of boundary conditions applied to the different surfaces of the rod-fin and 

bent-fin models 

Boundary Description 

A. Heating Cartridge  Transient temperature profile measured from experiment 

B. Water surface Free-slip, adiabatic 

C. Insulated surface No-slip, adiabatic 

D. Uninsulated surface No-slip, coupled wall 

E. Updraft channel No-slip, adiabatic 

F. Tank walls No-slip, adiabatic 

 

 

Figure 5-6: Illustration of different surfaces of the rod-fin and bent-fin bench-scale models  
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5.3.3 CFD Results 

The same modelling approach incorporating the turbulence model, material properties and 

solution discretization schemes used for the 2D CFD models of the SUpA system discussed in Chapter 

4 was employed to model the bench-scale versions of both geometries. Contour and vector plots of 

velocity distribution obtained at the same time as the occurrence of steady-state conditions for the rod-

fin and bent-fin models are given in Figure 5-7 and Figure 5-8 respectively. Small regions of secondary 

flow were observed near the top of the draft tube. The contour plot shows that the updraft velocity in 

the annulus ranged from approximately 5mm/s near the bottom to 19mm/s. In the case of the bent-fin 

setup, it was observed that the average updraft velocity ranged from 1mm/s to 2.9mm/s. This range was 

significantly lower than that recorded in the cylindrical annulus of the rod-fin assembly.  

 

 

Figure 5-7: Distribution of velocity vectors obtained from the CFD evaluation of the rod-fin 

bench-scale model. Peak velocity was found to be 19mm/s at the top of the updraft channel 
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Figure 5-8: Flow velocity distribution observed in the CFD model of the bent-fin bench-scale 

setup. Peak velocity was 2.9mm/s at the top of the updraft channel 

5.4 Comparison with Experimental Results 

The contour plot did not provide sufficient resolution of the boundary layer development along 

the draft tube for comparison with an experimental validation. Therefore, horizontal profiles of the 

boundary layer at different positions along the y-direction were recorded in the CFD model. Flow 

velocity was determined by tracking the peak of the boundary layer in each profile. A comparison of 

these results from the CFD and experimental tests is given in Figure 5-9 (a) – (b) for the rod-fin 

geometry and Figure 5-9 (c) – (d) for the bent-fin geometry. Figure 5-9(a) shows the development of 

the convective boundary layer profile at different positions along the updraft channel of the rod-fin 

setup. The positions are indicated by the dimensionless quantity 𝑦𝑦∗ = 𝑦𝑦/𝐿𝐿 , representing the y-

coordinate of each profile normalized by the fin depth 𝐿𝐿 submerged inside the draft tube. The first 

section corresponding to 𝑦𝑦∗  =  0 was defined at the bottom of the draft tube. The markers along each 

profile represent the nodes at which the y-velocity was measured. With increasing height, the shape of 
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the boundary layer was found to change from a nearly parabolic curve at 𝑦𝑦∗  =  0 to the boundary layer 

typically observed in natural convection currents. The position of the peak velocity approached the 

surface of the rod with increasing 𝑦𝑦∗, reflecting higher rates of heat transfer closer to the water surface.  

   

Figure 5-9: (a), (c) - Cross-section profiles of the boundary layer at different heights (𝒚𝒚∗) along 

the draft tube of the rod-fin and bent-fin models respectively 

 (b), (d) – Experimentally measured velocity compared with peak and average velocities at each 

𝒚𝒚∗ obtained from CFD for the rod-fin and bent-fin geometries respectively 

   

In Figure 5-9(b), peak and average y-velocities at each section are plotted and compared with 

experimental results. It is observed that the average flow velocity of the thymol blue solution lies 

between the peak and average velocities of each profile predicted by the model. At any of the monitored 

profiles, the leading edge of the thymol blue solution had a velocity that was necessarily greater than 
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zero but less than or equal to the peak velocity of the boundary layer. The peak and average velocities 

given by the CFD model are also observed to be greater and less than the velocity of the leading edge, 

respectively. Therefore, the range of numerically estimated values overlapped with the uncertainty 

limits of the physical measurements. This indicated that the CFD code was able to accurately predict 

the range of flow speeds in the updraft current. 

For the bent-fin setup, the boundary layer profiles were recorded at the same 12 positions at 

which experimental measurements were made. Six of these profiles are plotted in Figure 5-9(c). The 

development of the natural convection boundary layer was observed as the flow rose upwards in the 

draft tube. At 𝑦𝑦∗ = 0.93, a small part of the boundary layer was affected by the intrusion of a secondary 

flow into the draft tube and consequently showed a negative velocity near the draft tube surface. In 

Figure 5-9(d), peak and average velocities predicted by the model are compared with the measured 

velocities of the thymol blue solution. As previously observed in Figure 5-9(b) in the case of the rod-

fin setup, the range of velocities given by the model was found to lie within possible limits of the flow 

in the physical system. The model was thus able to successfully predict the updraft flow velocities along 

the draft tube. 

5.5 Inverted Prism 

A bench-scale experiment of the inverted prism was conducted as a qualitative, proof-of-

concept test using food colouring to visualize the flow. A 0.05in-thick rectangular aluminum plate bent 

by 90o was immersed in a tank filled with water. The sides of the bent plate were sealed to prevent 

intrusion of water into the cavity. A 150W lamp was used to model solar irradiation incident on the 

surface of the aluminum. Figure 5-10 shows the evolution of the flow as the blue dye was slowly added 

to the water at the bottom of the channel inlet. After 1 minute, multiple streaks of food colouring in the 

shape of the free convection boundary layer were observed inside the channel. Although the exact 

velocity of the convective current was not determined, the bench-scale experiment confirmed that this 
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design was capable of generating a convective circulation in a given water volume with thermal energy 

input to the angled collector.  

 

Figure 5-10: Evolution of the natural convection flow in the bench-scale setup of the inverted-

prism geometry, visualized using food colouring injected at the base of the channel 
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6.2 Inverted Prism Geometry 

 

Figure 6-3: Parameterization of the inverted prism geometry 

The parameters identified for the initial design study of the inverted prism geometry are shown 

in Figure 6-3. They include the sloped length of the collector, the angle of inclination of the collector, 

the updraft gap, the width of the horizontal bottom of the inverted structure, the thickness of the metal, 

the gap between the top of the draft tube and the water surface, the insulation factor and a vertical depth 

factor 𝐻𝐻, defined as the ratio of the height of the bottom section of the updraft channel to the height of 

the water column below the base of the device: 

𝐻𝐻 =
ℎ

𝑑𝑑 − 𝐷𝐷 ∗ cos (𝐴𝐴)
 

(Eq 6-2) 

 where ℎ is the height of the bottom section of the updraft channel, 𝑑𝑑 is the pond depth, and 𝐷𝐷 

and 𝐴𝐴  represent the sloped length of the collector and angle of inclination, respectively.  The 

dimensions of the pond, orientation of the updraft channel and gap between the pond bed and the bottom 

of the draft tube were held constant as shown in the figure. The output monitored for each of the 27 

configurations was the total mass of water moved by convection through the draft tube gap normalized 

by the volume of metal used for each geometry, recorded after 1 hour of simulation time.  
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represented by the length of the plate in the axisymmetric system, also showed positive correlations 

with the mass flow rate of water. The larger collector area allowed for a larger amount of thermal energy 

input into the device. The larger metal thicknesses corresponded to greater cross-sectional areas, 

enabling a higher rate of heat transfer to the vertical fins via conduction.  

 

6.3.3 Inverted Prism 

 

Figure 6-6: Plot of normalized effects corresponding to the inverted-prism geometry 

 

Figure 6-6 shows the mean effects plot of the mass flow rate per unit volume of metal used in 

each configuration of the inverted prism geometry. The results indicate that the base width, updraft gap 

and metal thickness have the greatest effect on the mass flow rate normalized by the volume of metal, 

𝑉𝑉, given by 

𝑉𝑉 =  𝜋𝜋 �(𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 + 𝑏𝑏) �𝑙𝑙 +
𝑏𝑏

cos𝛼𝛼
� − �

𝑏𝑏2

cos𝛼𝛼�
+ 𝑏𝑏2� 𝑡𝑡 (Eq 6-3) 

where 𝑙𝑙, 𝑏𝑏, 𝛼𝛼 and 𝑡𝑡  are the sloped length, base width, collector angle and metal thickness 

respectively.  The metal thickness was inversely related to the volume-normalized mass flow rate, as 
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Figure 7-9: Modified inverted prism with vertical updraft channel walls 

 

 

Figure 7-10: Flow velocity vectors observed for the modified inverted prism geometry 

 

The prototypes for field testing were sized according to the design study performed on the 

original inverted prism design as well as constraints associated with manufacturing the new geometry. 

A summary of these design parameters is given in Table 7-3. 

Table 7-3: Comparison of design parameters selected for the inverted prism geometry 
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Parameter Value from DOE Value in the Field 

*Collector Angle (deg) 75 45 

*Sloped Length (in) 24 21 

Insulation Factor 0.05 0 

*Updraft Gap (in) 0.5 N/A 

Top Gap (in) 2 2 

Vertical Depth Factor (in) 0.5 0.5 

*Base Width (in) 12 3 

Metal Thickness (in) 0.05 0.05 

 

Since the effect of shading had not been accounted for in the original search of the design space, 

the collector angle was decreased from 75o to 45o to increase the range of solar irradiance it would be 

able to receive during the day. The sloped length and base width were adjusted to allow the metal body 

to be formed out of a stock sheet metal size of 48in × 48in in order to minimize wastage. The updraft 

channel gap investigated in the previous design study was not translated into the new geometry as the 

vertical structure resulted in a continuously varying channel cross-section. Figure 7-11 shows the 

manufactured device being lowered into one of the test ponds belonging to a local farmer.  
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Figure 7-11: A prototype of the modified inverted prism being installed at a test location in 

Mymensingh 

7.3.1 Results 

Data gathered from the field tests in Mymensingh continues to be evaluated and is not included 

in the present work. Several challenges were faced in the months following the installation. Severe 

fouling was once again found to hamper data collection efforts from the dissolved oxygen loggers. The 

ponds were reported to contain large amounts of fish feed, leading to a dense growth of phytoplankton 

and biofouling agents. The onset of monsoon in the following months also impacted DO results, as it 

was difficult to evaluate the device without a sustained period of thermally stratified conditions in the 

pond.  

7.4 Chapter Summary 

Preliminary trials of the rod-fin geometry in Vietnam had demonstrated that the deployment of 

the SUpA system correlated with increased dissolved oxygen levels at the bottom of a relatively small 

section of the pond. The second set of trials in Srimangal also showed an 18% increase in bottom 

dissolved oxygen when the rod-fin device was installed over a 4-day period. During the same period, 

the bent-fin device did not show any statistically significant changes in dissolved oxygen levels at the 

pond bottom. Longer term testing of the devices was compromised due to difficulties with data 

collection and processing.  
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In terms of device manufacturing, there were two factors that negatively impacted the potential 

of the rod-fin and bent-fin geometries to be used for large-scale adoption of the SUpA technology in 

the future. The first was the requirement of a metal with high thermal conductivity such as aluminum. 

The high thermal conductivity was an advantage over steel in promoting heat conduction through the 

conduction element and solar collector; however, it also resulted in difficulties with welding the solid 

rod to the sheet metal of the collector in the rod-fin device. The second factor was the need for adequate 

thermal insulation on both the underside of the solar collector as well as the submerged section of the 

conduction element. In a tropical region such as rural Bangladesh, acquiring insulation that did not 

degrade with UV exposure and had a sufficiently high R-value was a difficult task.  

In comparison, although the impact on dissolved oxygen levels has not yet been ascertained, 

the inverted prism geometry was found to be easier to manufacture as it could utilize an all-steel 

construction. Furthermore, it did not require insulation as the mechanism of heat transfer in the inverted 

prism favoured greater exposure to the surrounding water to maximize convective heat transfer.  
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8. Design Optimization 

The inverted prism geometry was identified as a suitable design configuration of the SUpA 

system for further research and field trials. Shape optimization of the inverted-prism geometry was 

performed to identify an improved configuration for future tests. Previous work in this thesis had 

demonstrated a validated modelling approach in which the geometry could be easily adjusted to produce 

the maximum possible flow rate of water under material and environmental constraints. Thus, an 

optimization design study was performed on the inverted prism geometry and is discussed in this 

chapter. 

8.1 Problem Formulation 

For a design space with 𝑛𝑛 design variables, the standard form of a non-linear programming 

optimization problem is expressed as 

Minimize  �𝜙𝜙(𝐱𝐱)� 

Subject to  𝑔𝑔𝑖𝑖(𝐱𝐱) ≤ 0 (𝑖𝑖 = 1, …𝑚𝑚)  

and    𝐱𝐱𝐋𝐋 ≤ 𝐱𝐱 ≤ 𝐱𝐱𝐔𝐔  

where 𝜙𝜙  represents the objective function evaluated at any design point 𝐱𝐱  given by 𝐱𝐱 =

𝑥𝑥𝑖𝑖  ∀  𝑖𝑖 𝜖𝜖 (1, …𝑛𝑛) for 𝑛𝑛 design variables, 𝑔𝑔𝑖𝑖 represents the 𝑖𝑖𝑡𝑡ℎ constraint out of a total of 𝑚𝑚 constraints, 

and 𝐱𝐱𝐋𝐋 and 𝐱𝐱𝐔𝐔 are vectors composed of the lower and upper bounds of each design variable 𝑥𝑥𝑖𝑖. 

8.1.1 Design Variables 

The geometry of the inverted prism device was decomposed into a set of design variables, 

geometric constraints and model constants. The design space previously defined in Section 6.2 was 

modified based on the main effects plot in Figure 6-6. Since the insulation factor and vertical depth 

factor were found to have minimal impact on the average mass flow response, these were excluded 

from the present design space. The new design space is illustrated in Figure 8-1. The boundaries of the 

design space are given in Table 8-1. 
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Table 8-1: Parameterization of the inverted prism geometry used for shape optimization 

Parameter Lower Bound Upper Bound 

Draft Tube Gap (in) 0.5 4.0 

Collector Sloped Length (in) 12 30 

Collector Angle (deg) 15 75 

Base Width (in) 3 12 

Metal Thickness (in) 0.050 0.125 

 

 

Figure 8-1: Schematic of the design variables given in Table 8-1 

 

Thus, for the optimization problem formulation of the inverted prism geometry, the design 

vector 𝐱𝐱  was given by 𝐱𝐱 = (𝑥𝑥1, 𝑥𝑥2,𝑥𝑥3,𝑥𝑥4, 𝑥𝑥5), where the components of 𝐱𝐱 were the values of the 5 

design variables described above.  

86 
 



 

8.1.2 Objective Function 

The objective function 𝜙𝜙(𝐱𝐱), which represented the output of the system for any input vector 

𝐱𝐱, was then defined. The goal of improving the performance of the SUpA device was to increase fish 

yields by redistributing dissolved oxygen levels throughout the pond. This is directly related to the 

amount of water circulated by the device. Therefore, 𝜙𝜙(𝐱𝐱) was selected as the total mass of water 

moved by the device during the day and was maximized in the optimization process. 

8.1.3 Constraints 

Two constraints were applied to the optimization problem based on limitations on the stock 

sizes of sheet metal available and the effects of self-shading of the device due to the angled faces.  

1. Surface Area 

The size of sheet metal sold in the field locations was 8’ × 4’, with a total area of 4608in2. For 

such a sheet made of steel with thickness 0.05in, utilizing the entire piece to manufacture the inverted 

prism resulted in a large, cumbersome structure weighing more than 60kg. It was thus decided that the 

metal was to be formed out of half of an 8’ × 4’ sheet, thereby producing two devices from a single 

stock piece of sheet metal. This was incorporated in the optimization problem by requiring that the 

surface area of the axisymmetric model be less than 2116in2, or half of the usable area of the stock 

sheet. The usable area was given by the area of the metal remaining after forming a 1in-wide flange 

around the perimeter for attaching the collector glazing. Mathematically, this was expressed as 

𝜋𝜋 �(𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 + 𝑏𝑏) �𝑙𝑙 +
𝑏𝑏

cos𝛼𝛼
� − �

𝑏𝑏2

cos𝛼𝛼�
+ 𝑏𝑏2� − 2116 ≤ 0 (Eq 8-1) 

where 𝑙𝑙,𝛼𝛼 and 𝑏𝑏 are the sloped length of the collector, angle of inclination of the collector and 

the radius of the collector bottom. 

2. Self-Shading  

The angle of inclination of the collector resulted in shadows being cast on the inner faces at 

various times of the day. This prevented incident solar thermal energy from being fully utilized for heat 

transfer to the water. The effects of shading had not been incorporated into the boundary condition 
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applied on the solar collector surface in the CFD model. The incident heat flux had been applied 

uniformly over the entire surface using an energy source term in a virtual layer of cells on the solar 

collector. This would have resulted in configurations with smaller apertures receiving the same amount 

of irradiation over the simulated period as those with larger apertures. Therefore, for the optimization 

problem, a constraint was imposed to exclude those points which would not be able to capture at least 

66% of the total irradiation on a given day. For the remaining points in the feasible region, it was 

assumed that shading would only reduce the net irradiation received by each device without changing 

their relative positions on the design space. The constraint was expressed by considering the geometry 

given in Figure 8-2. The position of the sun is indicated by 𝜃𝜃0, which represents the minimum solar 

hour angle at which the sun is visible from either vertex at the bottom of the inverted prism. At this 

angle, the entire collector receives irradiation from the sun without shading. Based on the irradiation 

profile given in Figure 4-4, it was found that 66% of the daily irradiation was available between the 

hour angles 52.5o and 127.5o. Thus, 𝜃𝜃0 was defined as 52.5o. The shading constraint was then applied 

to limit the design space to those configurations for which the aperture corresponded to 𝜃𝜃0 ≤ 52.5𝑜𝑜, or, 

using the geometry shown in Figure 8-2, 

tan−1 �
𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙

2𝑏𝑏 + 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙
� − 52.5 ≤ 0 (Eq 8-2) 

where 𝑏𝑏, 𝑙𝑙, and 𝛼𝛼 were the base width, sloped length and angle of inclination of the collector 

respectively.  

 

Figure 8-2: Geometric relationship between the solar hour angle and sloped length, base width 

and collector angle of the inverted prism geometry 
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The problem formulation for the given system was thus stated as 

Maximize  𝜙𝜙(𝐱𝐱), where 𝜙𝜙(𝐱𝐱) = net mass of water moved during day 

Subject to   𝑔𝑔𝑖𝑖(𝐱𝐱) ≤ 0 (𝑖𝑖 = 1,2) , given by Eq 8-1 and Eq 8-2 

and   𝐱𝐱𝐋𝐋 ≤ 𝐱𝐱 ≤ 𝐱𝐱𝐔𝐔, where 𝐱𝐱𝐋𝐋, 𝐱𝐱 and 𝐱𝐱𝐔𝐔 are the five design variables and 

their ranges as given in Table 8-1 

8.2 Optimization Approach 

The optimization approach is outlined in Figure 8-3. A fraction of the design space was first 

systematically sampled using the CFD model. A surrogate model of the CFD simulations was then 

constructed by determining empirical relationships between the design inputs and known system 

response at each of these sampled points. The optimization algorithm then used the surrogate model to 

determine a set of candidate points ranked in order of their proximity to the global maximum. These 

points were tested using the CFD code to validate the response surface constructed in the second step. 

If the accuracy of the response surface was less than 90%, the candidate points were added to the initial 

sample set to refine the surrogate model. The above steps were then repeated. After sufficient agreement 

between the CFD and its surrogate was found, a sensitivity study was conducted at the global maximum 

predicted by the optimization algorithm. Finally, the best performing design point from the sensitivity 

study was identified as the optimal design configuration of the given geometry. The following sections 

elaborate on each of these steps in greater detail. 
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Figure 8-3: Illustration of approach and analysis tools used to arrive at an optimized 

configuration of the inverted prism geometry 

8.3 Design Space Sampling 

The construction of a suitable surrogate model of the CFD system required a set of training 

points obtained from the design space defined in Table 8-1. As discussed in Section 2.4.1, while several 

strategies have been employed for performing this initial sampling of the design space, the enhanced 

face-centered Central Composite Design (CCD) method was used for its balance between sampling at 

the extremities of the design space and clustering in the expected region of interest. For the five 

parameters associate with the inverted prism geometry, the enhanced CCD method generated 54 design 

points. Figure 8-4 graphically depicts the distribution of points generated by the CCD method for each 

parameter. As seen in the figure, the number of design points were distributed across five ‘levels’ given 

by L1, L2, L3, L4 and L5, where L1 and  L5 corresponded to the lower and upper bounds of the 

parameter respectively. The enhanced CCD method created 10 points for L1, 17 points for L3, and 9 

points for each of the remaining levels. 
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Figure 8-4: Distribution of the 54 design points generated by the enhanced CCD design sampling 

method in ANSYS Workbench 

 

The total mass of water moved by each design configuration was evaluated using CFD. Each 

simulation represented device operation over a 12-hour period. The time-varying solar irradiance 

profile shown in Figure 4-4 was used as the heat flux boundary condition on the surface of the collector. 

As demonstrated in Section 2.4.2, the heat flux profile was implemented using a user-defined function 

(UDF). Since the collector tilt angle was one of the design variables being analyzed, separate UDFs 

were written to obtain the effective heat flux for each tilt angle according to Eq 4-1. A Matlab script 

was used to create the UDFs, load them into the simulation, save the simulation output files and switch 

from one design point to the next.  

8.4 Surrogate Model Evaluation and Results 

A number of options for surrogate modelling are offered within ANSYS Workbench. These 

include Sparse Grid, Artificial Neural Networks, Second Order Polynomial Response Surface, Non-

parametric Regression and Kriging. Out of these models, as discussed in Section 2.4.2, Kriging has 

been used in a wide range of applications for its flexibility and ability to model complex, non-linear 

systems with a small number of initial sample points [46]. In addition, Forrester et al. [50] found that it 
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was particularly well-suited for deterministic applications such as CFD. It was therefore selected for 

constructing a surrogate of the CFD model of the SUpA system.  

Figure 8-5 depicts a portion of the response surface showing the variation of the base width, 

collector angle, updraft gap and metal thickness with the sloped length. The design points sampled 

using the CCD method are also indicated. Trends in system response between different pairs of design 

variables are discussed. For the response surface corresponding to each pair of design variables, the 

three remaining parameters were held constant at their average values.  

Figure 8-5(a) shows a positive correlation between the mass flow output and the base width 

and angled length of the collector for the entire range of both variables. Since increasing both 

parameters increased the overall size of the device, the shape of the response surface was attributed to 

the direct relationship between the surface area of the metal in contact with the water and the rate of 

convective heat transfer.  

Figure 8-5 (b) shows the variation of the mass flow output with the angle of inclination and 

sloped length. The response surface in this plot revealed a trade-off between the effective solar 

irradiance received by the collector and friction encountered by the convective flow in the angled 

section of the updraft channel. Configurations with smaller angles of inclination received greater 

effective irradiance due to the presence of the cosine factor in Eq 4-1. However, these configurations 

also resulted in a smaller vertical component of the flow velocity within the angled section of the updraft 

channel. For sloped lengths less than 25in, the greater effective irradiance input to the collector more 

than compensated for the loss in flow momentum due to wall friction in the updraft channel. However, 

for longer sloped lengths, the effect of wall friction became more significant. The peak response thus 

deviated from the lower limit of the inclination angle and was observed to occur at an angle of 30o at 

the upper limit of the sloped length. 

In Figure 8-5(c), the variation of the mass flow output with updraft gap and sloped length is 

shown. The response surface in this case was the result of a trade-off between the volumetric capacity 

of the updraft channel and the negative impact of flow reversals occurring within the channel. For 
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smaller sloped lengths, corresponding to smaller area of convective heat transfer, the peak flow rate 

occurred at the upper limit of the updraft gap, which allowed for the uptake of a larger volume of water. 

At greater sloped lengths, corresponding to larger convective surface areas, the negative impact of 

secondary flows within larger channel widths prevailed over the increased water uptake capacity. As a 

result of these competing factors, the peak flow rate was observed at an updraft gap equal to 1.8in for 

a sloped length of 30in.  

 Figure 8-5(d) shows the response surface corresponding to the variation in sheet metal 

thickness. It was found that for smaller collector sizes, the mass flow output varied inversely with the 

thickness of the sheet metal. For larger collector sizes, however, this relationship was reversed. This 

variation in the response of the inverted prism geometry was attributed to the significance of conductive 

heat transfer occurring longitudinally within the metal body. As observed in the temperature contour 

plot in Figure 4-5, the temperature inside the metal was higher at the base of the collector than along 

the slanted walls. This occurred due to the accumulation of heated water below the base of the prism 

and the removal of thermal energy via convection along the angled updraft channel. As a result, a 

thermal gradient developed between the collector base and the rest of the metal body. For larger 

collector surface areas, the conduction of heat across this thermal gradient aided convective heat 

transfer from the angled walls. Thicker sheet metal promoted this internal heat conduction by increasing 

the available cross-section area within the metal thickness. For designs with smaller sloped lengths and 

collector surface areas, the best performing configurations were those that allowed the incident thermal 

energy to be transferred to the water as quickly as possible, resulting in thinner sheet metal being 

favoured in this case.  
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Figure 8-5: Partial representation of the five-dimensional response surface generated using the 

Kriging tool in ANSYS Workbench 

 

8.5 Optimization  

As discussed in Section 2.4.3, genetic algorithms have been widely used for CFD-based 

optimization in ANSYS Workbench. They offer a robust means of determining the global minimum 
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(or maximum) across the design space and can accommodate non-linear response surfaces as well as 

integer variables [53]. The Multi-Objective Genetic Algorithm in ANSYS is a hybrid variant of the 

Non-dominated Sorted Genetic Algorithm-II that can evaluate multiple goals and is compatible with 

all types of input parameters [64]. Detailed information about the algorithm and its implementation 

within the ANSYS Workbench environment can be found in [64]. A single-objective optimization was 

implemented using the MOGA for the SUpA geometry in Workbench. The algorithm searched for a 

global maxima of the objective function representing the total mass of water moved by a design point 

over the simulated period. The algorithm was initialized using a population of 1000 individuals. The 

minimum recommended initial size is 10 times the number of design parameters in order to provide 

sufficient information about the response surface as an input to the algorithm[64]. Thus, an initial size 

of 1000 individuals was deemed adequate for the given problem with 5 design variables. The number 

of individuals to be evaluated in each generation was 100, set to the default value used in the 

optimization setup in Workbench. The minimum convergence stability percentage was also set to the 

default value of 2%. The convergence stability describes the variation of the average response and its 

standard deviation from one population with respect to the population in the preceding generation[65]. 

It is given by the following ratios: 

𝑆𝑆𝜇𝜇 =
| 𝜇𝜇𝑖𝑖 − 𝜇𝜇𝑖𝑖−1|
𝜙𝜙𝑚𝑚𝑚𝑚𝑚𝑚 − 𝜙𝜙𝑚𝑚𝑚𝑚𝑚𝑚

× 100 (Eq 8-3) 

and  

𝑆𝑆𝜎𝜎 =
| 𝜎𝜎𝑖𝑖 − 𝜎𝜎𝑖𝑖−1|
𝜙𝜙𝑚𝑚𝑚𝑚𝑚𝑚 − 𝜙𝜙𝑚𝑚𝑚𝑚𝑚𝑚

× 100 (Eq 8-4) 

where  

𝑆𝑆𝜇𝜇 is the stability in terms of the mean population response  

𝑆𝑆𝜎𝜎 is the stability in terms of the standard deviation of the population response 

𝜇𝜇𝑖𝑖 is the mean response of the 𝑖𝑖𝑡𝑡ℎ population 

𝜎𝜎𝑖𝑖 is the standard deviation of the response across the 𝑖𝑖𝑡𝑡ℎ population 

𝜙𝜙𝑚𝑚𝑚𝑚𝑚𝑚 is the maximum output value determined from the evaluation of the first generation 
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𝜙𝜙𝑚𝑚𝑚𝑚𝑚𝑚 is the minimum output value determined from the evaluation of the first generation 

In the MOGA-based optimization used in ANSYS, the first population is not taken into account 

when determining convergence stability, as it was not generated by the algorithm[65]. Thus, in Eq 8-3 

and Eq 8-4 above, 𝑖𝑖 ≥ 3. Convergence was said to have occurred when both measures of stability, i.e. 

𝑆𝑆𝜇𝜇 and 𝑆𝑆𝜎𝜎, were observed to be less than a user-defined threshold 𝑆𝑆.  

Following the definition of these parameters, the algorithm executed the search for the global 

maxima of the mass flow output response. A convergence plot of the output parameter towards a 

maximum value is given in Figure 8-6. The decreasing stability or increasing convergence trend is also 

shown. The algorithm was terminated when the minimum convergence stability of 2% was attained 

after 13 generations.  

 

 

Figure 8-6: Convergence of mass flow output across generations 

The algorithm then generated a list of eight individuals ranked in order of their fitness. These 

points belonged to the first pool of candidate points from which the final optimized configuration would 

be determined upon successfully validating their response using CFD. Figure 8-7 graphically depicts 
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the eight design points and compares their responses to those obtained from the CFD evaluations. It 

was found that the surrogate model had overestimated the response of Candidate #8 by 6%. The largest 

difference between the responses of the CFD and surrogate models was noted in the case of Candidate 

#5, where the response surface had under-predicted the mass flow output by 9%. Since the discrepancy 

between the two responses was less than 10%, the surrogate model was not refined further.  

 

Figure 8-7: Plot of the eight candidate solutions obtained using the Multi-Objective Genetic 

Algorithm 

 

As seen in Figure 8-7, Candidate #5 was also found to have the largest mass flow output of all 

points in the candidate pool amounting to 7291kg of water moved. It was thus analyzed further and 

selected for a parameter sensitivity study to confirm its location at the global maximum. The sensitivity 

of the design space was checked along two dimensions defined by the updraft gap and the metal 

thickness. The remaining design variables were associated with the prism geometry and were not tested 

as the surface area of Candidate #5 was at its maximum possible value. The updraft gap and metal 
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thickness were both varied by ±50%. Three additional design points were generated and their responses 

analyzed. The results are given in Figure 8-8. An additional improvement of 1% over the output of 

Candidate #5 was observed when the updraft gap was reduced by 50%.  

 

 

Figure 8-8: Summary of sensitivity study performed around Candidate #5. Decreasing updraft 

gap by 50% produced a 1% increase in mass flow output 

 

The sensitivity study showed that the baseline design corresponding to Candidate #5 was not 

located at the global maximum predicted by the optimization algorithm. This discrepancy was attributed 

to the 9% difference between the responses predicted by the surrogate model and the CFD 

simulation at Candidate #5, as given in Figure 8-7. It was concluded that additional sampling of the 

design space around this point would further reduce this difference and enable the optimization 

algorithm to make a more accurate prediction of the global maximum. However, further refinement of 

the surrogate model was not included in the scope of the current work. The 'optimized' design was thus 

obtained from the sensitivity study in Figure 8-8, producing a mass flow output of 7358kg with the 
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baseline updraft gap reduced by 50%. The corresponding design variables and their values are given in 

Table 8-2. 

 

Table 8-2: Final optimized configuration determined from sensitivity study 

Parameter Optimized Value 

Updraft Gap (in) 0.9 

Collector Sloped Length (in) 15.8 

Collector Angle (deg) 51.4 

Base Width (in) 11.9 

Metal Thickness (in) 0.09 

 

The performance of the above point was evaluated in comparison with the reference 

configuration presented in Chapter 4. Figure 8-9 shows the mass flow profiles of the two designs. The 

mass flow output of the optimized design was 81% higher than that of the reference case (4045kg).  

 

Figure 8-9: Comparison of the mass flow rate profile of the optimized configuration (MOGA 

Candidate) and the reference geometry defined in Section 4.1 
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The overall improvement in performance was attributed to a combination of several factors that 

distinguished the optimized design from the baseline geometry. These are illustrated in Figure 8-10, 

which compares the distribution of velocity vectors observed under peak irradiance in the both designs. 

Firstly, the width of the base of the collector was more than twice as large in the optimized design. This 

allowed for a greater volume of water to be drawn into the vertical section of the updraft channel, 

resulting in a larger overall mass flow rate. Secondly, the updraft channel width was reduced by 35%. 

The narrower gap reduced the overall length of counter-flow intrusion into the channel, while 

maintaining a sufficiently high flow rate of water. Finally, the steeper angle of inclination of the 

collector reduced the horizontal component of the flow velocity near the water surface. This in turn 

prevented the flow from reaching the opposite boundary wall before the solar irradiation increased, 

resulting in the absence of the initial disturbance observed in the early stages of the baseline case.  
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Figure 8-10: Comparison of velocity vector distribution of (a) the reference geometry and (b) the 

optimized design 

Figure 8-11 shows a comparison of the hydrodynamic and thermal boundary layers in the 

updraft channel of the two designs, recorded at the middle of the sloped face of the collector. Both 
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boundary layer profiles are plotted against the 𝑥𝑥-coordinate, representing distance from the metal 

surface, normalized by the channel width 𝑑𝑑.  In the optimized design, the thickness of the momentum 

boundary layer was more than 50% of the channel, while it was less than half of the width in the baseline 

geometry. Further, the peak velocity was 15% higher in the optimized design. The difference in the 

thermal boundary layers of the two designs was less pronounced. The peak temperature difference 

between the fluid and ambient temperature that occurred at the metal surface was identical in the two 

cases. However, in the optimized geometry, the thermal boundary layer was 10% thicker, consistent 

with the greater flow velocity and thicker momentum boundary layer.  

 

Figure 8-11: Comparison of the fluid and thermal boundary layers obtained at the mid-depth of 

the inverted prism for the reference and optimized designs 
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